wp1.4_Data Mining_ UseCase
Identifier
Data Mining Application (client- and server-side)

Goals in Context
Requesting  meteorological data by user

Actors
User, Grid middleware, User interface (client-side application), Server-side scripts

Triggers
Need to choose which of all available data should be prepared and downloaded by the user or any grid application

Included Use Cases
Data mining

Specialised Use Cases


Pre-conditions
User has the key accepted by the server, requested data can be accessed by server-side scripts, grid middleware is available on both sides, conversion from server-side data format and the format requested by the user is available

Post-conditions
Requested data are stored on the server in format specified by the user and are available to download by any GridFTP-enabled application

Basic Flow
1. User logs in to the server by GUI

2. Client-side application lists kind and range of data stored on the server

3. User chooses which data and their chosen output format are requested by him

4. Client-side application creates scripts for submitting job

5. Submitted scripts are executed on server, returning identification string

6. Data are collected and eventually converted to requested format by prepared scripts

7. Optionally status of job can be checked by the User at any time

8. User is informed when the job is finished

9. Prepared data can accessed using indentification string by any GridFTP-enabled application

Deviant Flow(s)

(non-exhaustive)
Failure – Server access is denied, network communication is down, grid middleware is not working at any side.

Unable to acomplish request – requested data are not stored on the server, data cannot be accessed by server-side scripts, data format conversion cannot be done.

Able to acomplish request partially – some of requested data are available, but some are not.

Importance and Frequency
Important

Additional Requirements


wp1.4_Data Mining_ UseCase
Identifier
UserApplicationResourcesDatabase

Goals in Context
Exporting informations about available grid servers and services offered by them

Actors
Expert, Administrator, LDAP server with data stored in it

Triggers
Needed by User Interface to collect data about servers, offered services and resources available

Included Use Cases
Data minimg: Checking of available grid resources by user interface

Specialised Use Cases


Pre-conditions
User has the key accepted by the server (maybe anonymous bind?), user interface knows about data structure, informations shared by server are prepared by Administrator or servers are enabled to register automatically on their own

Post-conditions
Full range of data needed  to create submission scripts and choose server to run on without contacting it before submission are offered to user interface

Basic Flow
1. Server keeps data concerning grid environment, computational and data resources and additonal chosen variables

2. User binds to server by GUI

3. Requested data are returned and presented to user or used during construction of submission scripts

Deviant Flow(s)
Failure – Server access is denied, network communication is down, client is unable to construct proper “question”

Importance and Frequency
Extremaly important – server is asked by user interface at least once during every execution

Additional Requirements
Mechanism of updating availabe data – manually by server administrator or by set of automatic scripts

wp1.4_Atmospheric Model  Run_ UseCase
Identifier
ServerSideDataActualization

Goals in Context
Downloading data needed by user simulation from GODAE website

Actors
Administrator, Coamps input data set analysis script

Triggers
1. Automatically once per day to keep actual data on server

2. When data needed by user job ore not available locally, but can by found on GODAE website

Included Use Cases
Atmospheric Model Run: Needed observational data are not available locally

Specialised Use Cases


Pre-conditions
Data available on GODAE website

Post-conditions


Basic Flow
1. Requested data are locally unavailable

2. Server downloads them form GODAE website

3. Downloaded data are put intu specified localization

Deviant Flow(s)
Failure – Server access is denied, network communication is down, data are unavailable on GOADE website, transfer is impossible

Importance and Frequency
Extremely important – executed at least once per day

Additional Requirements
Mechanism of converting data from format used by GODAE to format used by Coamps

wp1.4_Atmospheric Model Run_ UseCase
Identifier
ApplicationInstallation&Registration

Goals in Context
Installing chosen application on server and verifying correctness of its computations, spreading information about application availability to grid users

Actors
Application Expert, Administrator, application distribution

Triggers
Needed to run application on server either locally or by user interface

Included Use Cases
Atmospheric Model Run: COAMPS installation, visualisation software installation, informing LDAP information server about offered services

Specialised Use Cases


Pre-conditions
Properly configured server with architecture supported by chosen application

Post-conditions
Working and verified application, data about its availibility added to LDAP information server

Basic Flow
1. Application is compiled and tested by Application Expert

2. Files with data needed by submission scripts are generated

3. Data about application availibility are added to information server

Deviant Flow(s)
Failure – application is not working at all

Invalid Output – application is working, but data ganerated by it are bad

Working, but not accessible – application is working properly, but not added to information services server and not visible to users

Importance and Frequency
Depends of application and server importancy.

Additional Requirements


wp1.4_Atmospheric Model Run_ UseCase
Identifier
UserInterfaceImplementation

Goals in Context
Creating user interface capable of receiving parameters from user, creating submission script according to set of defined rules, submitting scripts (job, ask for status etc.)

Actors
User, LDAP information service, grid middleware on both sides, server-side applications

Triggers
Every Gui execution

Included Use Cases
Asking of informatin LDAP server about resources, grid middleware file transfer and job submission

Specialised Use Cases


Pre-conditions
User must be able to bind to LDAP server and has to have the key accepted by the server, user interface generates scrips with the set of preconfigured rules

Post-conditions
Job is done and output results are available

Basic Flow
1. GUI starts and automatically connects to LDAP server to collect informations about grid resources

2. User chooses which application to run, where and with which set of input data

3. Submission scripts are generated

4. If needed, input data are transfered by GridFTP, and job is submitted

5. Job status can be checked at any time

6. Job finishes and output is returned or available to download by GridFTP

Deviant Flow(s)
Unable to list grid resources – LDAP information server is unavailable

Unable to submit job – server chosen to run on is down, data transfer does not work

Importance and Frequency
Extremaly important – main user tool

Additional Requirements


