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Use Case: MPI Verification (Task 2.2)

	Identifier
	MPI-Verification

	Goals in Context
	Run an MPI application with additional run-time checking

	Actors
	Application programmer

	Triggers
	

	Included Use Cases
	

	Specialised Use Cases
	

	Pre-conditions
	MPI-verification library is installed at actor’s development host;actor is able to relink the application; application plugin for portal exists;

	Post-conditions
	Actor  has a protocol of errors and warnings concerning the use of MPI in his application

	Basic Flow
	1. Actor links his application against the MPI verification library

2. Actor installs this version of his application executable on the Grid testbed

3. Actor submits the job via the portal, using the application plugin specific to his application. Using an additional tool plugin, the actor sets options to control the verification library. The tool plugin ensures that the job description created by the application plugin is modified such that 

a. one additional node is requested

b. environment variables used by the verification library are set according to the selected options

c. the logfile is transferred back to the actor’s local file system

(In the first prototype, the actor must care about these modifications by himself, e.g. by manually changing the job description or by providing an adapted application plugin for the portal).

4. The job is submitted to the Grid via Roaming Access Server, Scheduling Agents, etc.

5. The job completes (or crashes).The actor detects this by inspecting the job status using the portal.

6. The logfile (ASCII) is transferred back to the actor’s local file system.

7. The actor inspects the logfile on his local machine (without using Grid infrastructure)

	Devious Flow(s)
	Job crashes. The logfile must be available even in this case.

	Importance and Frequency
	

	Additional Requirements
	


Use Case: Running a benchmark (Task 2.3)

	Identifier
	Run_Benchmark

	Goals in Context
	

	Actors
	User, application programmer, or administrator

	Triggers
	

	Included Use Cases
	

	Specialised Use Cases
	

	Pre-conditions
	GridBench benchmarks are installed on the Grid testbed; GridBench-specific application plugin for the portal  is available;

	Post-conditions
	Benchmark results can be viewed using the portal

	Basic Flow
	1. Actor specifies benchmark, parameters, and locations (sites, hosts) using the GridBench-specific application plugin (gbControl?)  in the portal. 

2. gbControl creates a job description for the benchmark job, using data fetched from gbArc (e.g. locations of input files)

3. The job is submitted to the Grid via Roaming Access Server, Scheduling Agents, etc.

4. Actor can use the G-PM tool to monitor the benchmarks more closely while they are executing (see use case Performance_Measurement). The benchmarks provide metrics definitions and settings, which can be loaded into G-PM.

Note: at the same time, gbPMI uses the G-PM API to collect data!

5. Actor can request the portal to terminate the job (e.g. if it takes too much time)

6. The job terminates normally; Actor detects this by examining the job status using the portal.

7. Actor uses the GridBench application plugin (gbControl?) in the portal to store the results in the benchmark repository or to view them using gbView (another part of application plugin?)

	Devious Flow(s)
	Actor requested termination of the job: no results will be available.

	Importance and Frequency
	

	Additional Requirements
	


Use Case: VIEWING benchmark results (Task 2.3)

	Identifier
	View_Benchmark

	Goals in Context
	

	Actors
	User, application programmer, or  administrator

	Triggers
	

	Included Use Cases
	

	Specialised Use Cases
	

	Pre-conditions
	Benchmark results are available, i.e. use case Run_Benchmark has been executed.

	Post-conditions
	

	Basic Flow
	1. Actor opens the GridBench application plugin inside the portal and opens gbView in it.

2. In gbView, the actor selects whether he wants to see the results of a benchmark that just finished, or results stored in the benchmark repository.

3. The user interface of gbView shows

a. the structure of the Grid testbed (read from an XML file)

b. a hypertext interface showing the sites / machines on which the benchmark was executed

c. a graphical representation of the same data as in b)

4. The actor clicks on a site / machine; gbView will then show the results of the benchmark for this site / machine.

	Devious Flow(s)
	

	Importance and Frequency
	

	Additional Requirements
	


Use Case: Performance Measurement (Task 2.4.1)

	Identifier
	Performance_Measurement

	Goals in Context
	

	Actors
	Application programmer

	Triggers
	

	Included Use Cases
	Task 3.3.1: OCM-G

	Specialised Use Cases
	

	Pre-conditions
	G-PM tool has been installed at actor’s local workstation (Linux with X11); Instrumented MPI library has been installed at development host; Actor is able to relink the application; application plugin for portal exists;

	Post-conditions
	

	Basic Flow
	1. Actor links his application against the instrumented MPI library

2. Actor installs this version of his application executable on the Grid testbed

3. Actor submits the job via the portal, using the application plugin specific to his application. Using an additional G-PM specific tool plugin, the actor sets additional options for monitoring:

a. monitoring (on/off), synchronize with G-PM (yes/no)

b. host / port of main service manager (main-SM) of OCM-G, application identifier.

(In the first prototype, the actor must care about these modifications by himself, e.g. by manually changing the job description or by providing an adapted application plugin for the portal).

4. The job is submitted to the Grid via Roaming Access Server, Scheduling Agents, etc.

5. Actor starts G-PM tool as a normal X11 application on his local workstation (can be swapped with step 4).

a. Actor provides the host / port of main-SM as a command line argument; G-PM connects to main-SM.

b. Actor provides an application identifier; G-PM blocks until the application has started.

or

c. Actor does not provide an application identifier; G-PM shows a list of started applications; Actor can select one.

6. Actor uses G-PM to define performance measurements and view their results.

7. Actor exist G-PM, either before or after the application terminates.

· exiting G-PM will not terminate the application

· exiting G-PM will delete all performance measurements

8. Actor can re-attach to the application later and perform new measurements.

	Devious Flow(s)
	

	Importance and Frequency
	

	Additional Requirements
	


Use Case: Performance prediction (Task 2.4.2)

	Identifier
	Performance_Prediction

	Goals in Context
	

	Actors
	Application programmer

	Triggers
	

	Included Use Cases
	

	Specialised Use Cases
	

	Pre-conditions
	A model for the application exists, i.e.use case Performance_Model has been executed by an analyst

	Post-conditions
	

	Basic Flow
	1. Actor runs the prediction tool on his local workstation; No interaction with the Grid.

	Devious Flow(s)
	

	Importance and Frequency
	

	Additional Requirements
	


Use Case: Building a performance model (Task 2.4.2)

	Identifier
	Performance_Model

	Goals in Context
	

	Actors
	Analyst

	Triggers
	

	Included Use Cases
	

	Specialised Use Cases
	

	Pre-conditions
	Source code of applicaion kernel is accessible

	Post-conditions
	

	Basic Flow
	1. Actor examines source code of application kernel to build performance model

2. Actor exceutes the kernel several times on clusters and the Grid in order to tune the model

3. Actor runs micro-benchmarks or examines archived benchmark results (see use cases Run_Benchmark and View_Benchmark)

	Devious Flow(s)
	

	Importance and Frequency
	

	Additional Requirements
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