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Key points addressed during our discussion:

- Module dependencies for Work Packages 1.1 - 1.4 (this will be reflected in the architecture diagram report delivered Tuesday). When preparing application-specific architecture diagrams, all modules should be appropriately labeled as "required", "useful" or "irrelevant".

- Local resource managers should be removed from the architecture diagram as they do not provide any interaction.

- For WP1.1: Peter has pointed out that his team will develop most of the tools required for this WP (i.e. the Grid Visualization Kernel) on their own, so as to remain reasonably independent from other Grid developers (who may fall behind schedule, thus hindering work on application components).

- NetCDF will be the standard visualization format for WP1.1. The GVK will translate data coming from various input devices into this format (this should be the primary function of GVK), and interface with visualization devices - walls, caves, PDAs? (note: apparently there will be no interface developed for PDAs at this point).

- From the standpoint of the WP1.1 team, the "user interaction services" package should function as a "bus" into which all system components (i.e. input devices, simulation elements, GVK etc.) would "plug into". (No further elaboration of this concept occurred.)

- No MPICH-G for WP1.1; the package operates within a single shared space because of performance concerns.

- WP2 modules are useful, but not critical to the implementation of WP1.1 and, presumably, all other WP1 applications.

- What is the role of the portal (WP3.1) with respect to the user interface provided by WP1.1? (TBD)

- The Grid Services layer should be split into two sublayers: Generic Grid Services (such as the Globus components) and Application-Specific Grid Services (such as GVK).

- A proposal was made to remove the Application Development Support layer and fold all its components into the remaining layers. No decision on MPICH-G (can it be considered a resource?)

- WP3.2 received a lot of attention. At first it seemed that all its functionality would in fact be handled by CONDOR-G (2 people working on WP3.2 vs. over 30 people working on CONDOR for years; no way WP3.2 would provide better service). The May 18 meeting saw a spirited discussion about the nature of scheduling agents and the CrossGrid itself. Peter now proposes to make the resource broker the keystone of X#. The exact structure of X# has yet to be agreed upon; it appears that the Grid will in fact be divided into separate Virtual Organizations, each of which should run its own "Information Server" (listing all the available resources) and a resource broker to address the apportioning and allocation of resources for specific jobs submitted by clients (as per the WP3.2 specification). If the resources of one VO are insufficient to perform a particular task, the RB would go shopping for additional resources in other VOs. Key questions:

--Do all VOs trust each other? (i.e. can any task be assigned to any VO?)

--How should RBs communicate with each other?

--How do local resource managers communicate back problems to global resource management?

- How will X# handle distributed database operations (esp. for HEP applications)? DB files can be transferred through the use of GridFTP, but how will they be installed on remote DBMSs? Perhaps it would be useful to extract the DB Installator from WP1.3 and make it a Grid service.

- For WP3.4 (Access Optimization): Any optimization would require specific input from application users (apparently in order to fine-tune data access components). Peter claims this will never work as the users cannot easily provide this kind of information.

- For WP1.2 (Flooding Crisis Management): The application entails three separate simulation loops: meteorological, hydrological and hydraulic. At the end of each loop the results are deemed "acceptable" or "unacceptable" for further processing. What does this mean? Who decides on the results' acceptability?

- For WP3.3 (Performance analysis): There must be a way to find out where a particular job is running (can resource brokers provide this kind of information? Where would it be stored?) All performance analysis probes must be compiled into the respective applications before they're deployed.

