Dear WP Managers, Dear Task Leaders, Dear X# Friends,

Below are the remarks of X#AT with regard to your SRSs.

Please forgive us if you deem our style to be too aggressive or too straightforward. It is by no means our intention to offend any of the Authors of the SRSs we have reviewed; we realize that their preparation must have cost you a lot of time.

----------------------------------------

Please, read the remarks and improve your SRSs.

By the end of this week we will send you

   a) a "model" SRS (it's currently being developed)

   b) a short description of the X# Architecture (AT is working on it) with clear indications as to which elements belong to which task.

This should hopefully be of help to you.

We encourage you to distribute our communique within your WP teams.

Marian and X#AT

-----------------------------------------------------------------------

RESULTS of SRS REVIEW

=====================

0. Credits

----------

Date:   April 12 - 15, 2002

Reviewed by:

Marian    Bubak      TAT   bubak@uci.agh.edu.pl

Maciej    Malawski   TAT   malawski@uci.agh.edu.pl

Katarzyna Zajac      TAT   kzajac@uci.agh.edu.pl

Marek     Garbacz    TAT   Marek_Garbacz-AMG016@email.mot.com

Piotr     Nowakowski TAT   enowakow@uj.edu.pl

Santiago  Gonzalez   WP3   Santiago.Gonzalez@cern.ch

Rafael    Marco      WP4   Rafael.Marco@cern.ch

Jorge     Gomez      WP4   jorge@lip.pt

Markus    Hardt      WP4   hardt@hik.fzk.de

Javier    Sanchez    WP4   Javier.Sanchez@ific.uv.es

1.  Review process objectives

-----------------------------

    a) to check if the SRSs are in agreement with Annex_1

       (an SRS may not offer less than what was specified in Annex_1!),

       Annex_1 is available at

            http://www.cyfronet.krakow.pl/crossgrid/project.htm

                   go to Annex_1

    b) to find out if all the requirements specified by WP1 (Applications) will be fulfilled by WP2, WP3 and WP4,

    c) to find out if all the functionality which is proposed by WP2 and WP3 will be used by the applications and by WP2 (we are not going to account for useless work),

    d) to check if the SRSs are clear and understandable,

    e) to check if they are complete and to make sure that nothing important is missing,

    f) to make sure you do not reinvent the wheel if your tasks coincide with the functionality of Globus and DataGrid:

             www.globus.org

             www.eu-datagrid.org

2. General recommendations

--------------------------

    0. Be consistent with the CrossGrid architecture scheme (this will be sent to you by the end of this week).

    1. Before submitting your final SRSs to TAT please distribute them within your WPs to be discussed, integrated and reviewed internally.

    2. Ask for remarks from task groups responsible for the services you require or are going to develop.

    3. Explain the operation of your software with use cases, data flow diagrams and state diagrams.

    4. Use figures and schemes to present your concepts, designs and software structures.

    5. You know how to write good scientific papers, so just apply your 

skills to writing the SRSs!

    6. Make SRSs useful insofar as they may be used to explain to your colleagues and programmers what they should design and implement.

    7. Each SRS should have the structure of a deliverable.

    8. Explain all acronyms used in your SRSs.

    9. Describe the consecutive phases of iterative development of your applications/middleware according to the X# time schedule (see Annex_1 for milestones).

   10. Do not re-invent what is already part of Globus and EDG; please visit their web pages, read the documentation and descriptions of their software; do not hesitate to contact people from these projects when you need additional info on a given software piece.

   11. Add the following (this applies to almost all SRSs):

      a) Precise definitions of operations and functions (see SRS 3.4)

      b) Apportioning of requirements: what is to be done in the first year?

      c) For applications:

         - use cases (the EDG team prepares dozens of use cases per application)

         - data flow diagrams

         - state diagrams

         - user interaction diagrams

         - approximate time scales for interactive operations

   12. Please adhere to document naming and logging conventions, esp. when introducing major changes.

   13. Please use numbered or enumerated lists to specify requirements instead of big paragraphs with long sentences (readability!) The SRS3.4 enumeration style may be helpful.

   14. Focus on the functionality you are going to provide.

   15. When the word "database" is used, explain what it means: a structured database using a real DBMS (eg. Oracle, PostgreSQL etc.) or just a collection of files with some kind of a catalogue directory? Grid file sharing with GridFTP does not include "databases".

   16. Describe any restrictions which apply to your data, e.g. privacy, copyright issues etc.

------------------------------------------------------------------------

Remarks to SRS-1.1

------------------

Please add more details about operations and functions. More

information needs to be provided explicitly, esp. concerning:

     - user interaction (start/stop simulation, modify sth (what?));

     - functions of GVK

Please provide more (any) details about external interfaces to the following WP3 services:

     - data management (replication, migration, etc.)

     - resource management (Scheduling Agents - please read the SRS which contains their questions)

     - portal and migrating desktop - some details would be helpful (see

       their SRS)

Please explain which part of the system will run on the shared

grid resources and which one is going to be external (i.e. where the medical

database will be stored? In a hospital, on one selected site or anywhere on

the Grid?)

What about security?

http://hla.dmso.mil/ does not exist

http://www.gup.uni-linz.ac.at/gvk does not exist

The function of GVK is not described.  Where will it run? Will it be part

of the simulation infrastructure, the visualization infrastructure, or both?

What does VL stand for?

In section 2.1.4. Are you going to support/develop systems for

OpenGL/Performer/CAVElib... etc. (all of them)?

In section 2.4: Is Prolog strictly necessary?

Do we need special libraries on the testbed to support it?

Questions from/to other WPs should be transformed into requirement

specifications.

Explain why Dynamite, HLA, Cavern and Cactus are needed. What are their

license conditions?

How do they compare with the DataGrid/Globus architecture?

GVK

     - It is not easy to understand how the GVK will function.

     - What kind of information will it receive and send out?

     - What are the plans for integration with Globus and ogsa?

     - How will ogsa be structured on the testbed? Will it require

       dedicated nodes on each testbed site?

     - Will GVK interconnect with the Grid Information Service? If so, how?

     - What are the plans for testing GVK? How will the VEs be obtained for     

       testing, with enough qualified personnel to service all of them?

     - What will be the connection between GVK and portals?

     - Is there any request for resource reservation for the GVK with respect to   

       QoS?

     - How will the GVK be affected by evolution of other grid technologies?

     - Will GVK support other WPs or other grid projects?

HLA

     - How does HLA integrate with Globus and ogsa?

     - Will the license for HLA allow it to be run on the Grid?

     - What are the requirements for a grid node if it is to use HLA?

Hardware

     - Is the 1GB memory constraint just for the GVK or for everything?

     - Explain in more detail the amount of resources expected from the testbed.

Operation Schema

     - will there be an intermediate element between LB flow simulation and visualization? - i.e. will it be possible to plug several visualizations into one simulation or connect a visualization directly to a medical database?

Technical comments

     - explain signal handshake protocols (XON,..)

Security

     - Define and justify in more detail your security requirements and explain your plan for having them fulfilled.

     - What do you mean by "correctness"? How do you plan to check it?

Cactus

     - Justify the need for Cactus if it is really under consideration.

     - How would Cactus be integrated with the current and coming testbed middleware (Globus, ogsa)?

Other comments

     - Explain the rollback capability.

     - Define more clearly the storage and network requirements for each component.

     - Will all the steps (including step 3) run on the testbed?

1.2 It would be advisable to add a picture illustrating the system components.

2.1.1 System interfaces - specify the interfaces to other WPs.

If there are no interfaces, point this out.

Example: how will the Portal connect to your application?

How will the scheduling agents interface with your application?

The questions from appendixes might be helpful.

2.1.2 User Interfaces - please write "TBD" so as to avoid confusion.

2.1.4

Give references to all the software.

2.1.7

Please explain all arrows.

2.4

Clarify.

-----------------------------------------------------------------------

Remarks to SRS-1.2

------------------

Main drawback: lack of technical accuracy - be more specific!

Describe possible scenarios of this application's usage.

Provide more details about the data flow.

Please add:

        - functions and operations

        - use cases

        - time scales for each application step

Where does human interaction occur in the loop? (all

arrows in Fig. 2 point in one direction).

Will this task use GVK (Grid Visualisation Kernel)?

Are there more resources needed for the crisis mode of operation?

Use cases for both normal and crisis modes should be added.

It is not clear what the final product will be.

Since other tasks are also going to provide visualization, could you

benefit from their developments/systems?

Define data flow in the Grid and how you are planning to access it.

     - How will you implement the modification of parameters for testing

       solutions? (This feature is not present in Annex1.)

     - Explain access to historical data. Do you mean stored

       simulations or real data from actual floods? Perhaps both?

     - Will MPI be used?

     - Define the following:



- testbed requirements,



- number of nodes needed,



- QoS,



- expected reply time,



- tape,disk,memory requirements.

-----------------------------------------------------------------------

Remarks to SRS-1.3

------------------

Please maintain clear distinctions with regard to tasks 1.3.1, 1.3.2 and 1.3.4

(as per Annex_1). Describe them in more detail, use figures,

represent the flow of data, be more specific about interactive usage.

In Sec. 2.1.7 a more detailed and distinctive set of operations

is needed to make it understandable.

External functions and

operations are more important than internal design (i.e. XML or other details).

Please be careful in Sec 2.5 when relying on Globus 3. It may be available for

the final version of our software, but cannot be integrated in the first year of the project.

What is the Interactive Session Resource Broker? Is it the Scheduling Agent from Task 3.2?

In Annex 1 a high-level trigger subtask is foreseen, but the SRS does not address this issue.

The figure in section 2.1.7 is not clearly explained.

Make schema explanations more readable.

How would these 3 subapplications be integrated?

-----------------------------------------------------------------------

Remarks to SRS-1.4

------------------

A lot more information is needed, esp. on functions, operations and interaction.

Both documents should be merged into one SRS for WP1.4.

In document 1.4, section 2.5: Solaris and Cray SV1 will not be supported

on the testbed.

In document 1.4b, section 3.5: Explain why IA32 is a constraint for your

application. Also explain why RH7.2 is needed. RH6.2 will be the OS for the

first deployment of the CrossGrid Testbed.

Are you planning to use the GVK?

4000 nodes? Is this correct?

In SRS1.4b: Section 2.1 is too long; please divide it into separate sections for functions and operations.

Add time consumption estimates for your operations.

All pictures should be described.

How will these two applications be integrated?

Include use cases and data flow diagrams.

-----------------------------------------------------------------------

Remarks to SRS-2.2

------------------

More detailed info on functions/operations would be helpful.

MPICH-G2 support is essential!!!! Describe it in more detail;

this Project is about distributed Grid applications!

Section 2.1.4. Quoted from the gcc Web page: "This is an ongoing project to

implement the ISO 14882 Standard C++ Library as described in chapters 17

through 27 and Annex D. Participation is welcome!" Could you check how

this affects you? (We are going to have GNU tools on the testbed.)

Section 2.4. What kind of Fortran compiler do you need? What kind of runtime environment do you need for your compiler on the testbed site?

     - Will MPI checking masters have special needs?

       I.e. will they need dedicated nodes? Will they have to run on the same

       testbed site or will they be able to function in different clusters?

     - Will they interact with a network cost service and QoS tools?

- What is the end product of task 2.2? It must be specified. Our guess is that it will be a shareable library and one additional process. Is this correct? What kind of operations would be performed by this process and by the shareable library? Please specify whether your library must be installed on all grid nodes.

- A diagram explaining how everything works might be useful.

1.2 scope

- You mention "simple programs", yet they are not described anywhere.

2.1 product perspective

Quote from the project proposal:

"The primary issues are how to make end-user applications portable

reproducible and reliable on any platform of the Grid."

- How does your tool address portability?

2.1.7 operations

Quote:

"(...) an additional MPI process needs to be added at startup."

- Where can this additional process run? On any machine?

- What is the function of this process? Will it collect all the calls?

- Are the communications of this process done via MPI?

3.1 external interfaces

Quote: "input to a debugger"

- What debugger are you talking about? Is the same thing as "the tool"? (This term is also used in other places and may cause confusion.)

3.2 functions

- How is the output preserved when programs fail?

3.3 performance requirements

Quote:

"The number of supported processors should be limited by the testbed site."

- Programs can run across multiple testbed sites, so the theoretical limit is the size of the entire testbed.

What about integration with application portals?

There are missing figures!!!

Describe the tool functionality in more detail.

Add scenarios of usage.

Avoid repetitions (e.g. Introduction and Overview on page 4).

---------------------------------------------------------------------

Remarks to SRS-2.3

------------------

Please describe in more detail all the types of benchmarks.

What is the output to the user - please be more specific.

The benchmark descriptions are not clear. No details for

microbenchmarks are given.

The document is rather obscure and difficult to understand.

Provide a better definition for the context and meaning of words such as

"VO" and "Kernel".

Abstract: THE ABSTRACT IS MISSING

1.1 Purpose

Quote:

"The performance capacity of Grid configurations (VOs)."

- What does this mean ?

2.1.1 system interfaces

Quote:

"(...) benchmarking will use this infrastructure to collect necessary

metrics from benchmark invocation. "

- The whole statement is difficult to understand.

- T2.3 extracts performance data from T2.4 but is information from

T2.3 benchmarking used for parameter selection in T2.4?

The relations with WP2 task 2.4 and with WP3 task 3.3 are unclear.

Methods for publishing data: GIIS should not be mentioned here because it is a reference to an implementation that will likely change in the near future. Use Grid Information Service instead.

In another excerpt, GIIS is considered to be an index server. In fact, information is published at the GRIS level not at the GIIS level. GIIS is used to search for information. Adding additional information to a GRIS must be coordinated with WP4 and DataGrid if testbed compatibility is to be achieved,

because at present this would involve modifications to the entire LDAP schema!

2.1.2 user interface

Quote:

"It would prove convenient for users/administrators to use the portal

to launch a benchmark (possibly followed by the application itself)."

- What does this mean ? A benchmark of what (application/grid/site)?

- Are we benchmarking an application ? Under what conditions?

- Since the Grid constantly changes, we cannot expect the

benchmark conditions to match the real submission conditions even if

the work is submitted only 5 seconds after the benchmark concludes.

- Do we want to allow benchmarks every time a job is submitted?

2.1.4 software interfaces

Quote:

"Initial benchmark development efforts will concentrate on the

development and deployment of Globus and MPICH-G2 as platforms. At a

later stage,  we will consider the expansion of CGBS to other

anticipated middleware platforms, such as DataGrid, Cactus, Nimrod-G etc."

- Compatibility with DataGrid is essential and must be considered an

initial goal.

- Your remark is in conflict with point 3.5, which says: "Therefore

benchmarks are designed based on Globus, DataGrid software and other

middleware as dictated by WP1 and WP4"

2.2 product functions

- The microbenchmark graphic seems incomplete.

- Items 2.2.1 to 2.2.4 are benchmark descriptions, while items from 2.2.5-2.2.6 aren't. This is confusing.

2.2.5 benchmark thoroughness

- What does "thorough" and "quick" mean? The description does come later, but at this point both terms appear to have no real meaning.

2.2.6 general use case

- The use case calls for more detail. A real use case must be built around a typical real usage scenario.

2.3 user characteristics

- What are "VO integrators"? Do you mean WP integration teams?

3.2.1 micro-benchmarks - empty paragraph!

3.2.2 generic kernel benchmarks

- This section is exceptionally difficult to understand.

- What is an HPC/HTC kernel? It is not explained anywhere.

- Explain what you mean by "grid-oriented benchmark" and "site benchmark".

- "Site-specific benchmarks (such as networking)": not clear enough.

- All CPU, network and disk usage is measured by the HPC/HTC kernel benchmarks - but what about raw CPU, network and disk performance at the OS level?

3.2.3 application kernel benchmark

Quote:

"Application kernel benchmarks at the Grid level will be a measure of

performance of a VO setup."

- What is a VO setup ? Is it a setup for a particular application?

- How are these benchmarks planned?

- How are they conducted? Do you flood all the sites which allow job submission

for a given application type? Who has the authority to request this kind of benchmarking on the grid level or even on the site level? This can create significant loads on numerous sites!

- Will this be performed by ALL users ???? Using the portals?

- Will this be performed in a repetitive way? (every month/week?)

- authorization for starting benchmarks is a major issue here.

3.2.5 benchmark thoroughness

Quote:

"This allows frequent invocations (e.g. by a scheduler to quickly

determine site performance). This could also mean that these benchmarks

can probably be run at other than idle-time."

- Conducting benchmarks on sites to make scheduling decisions might be

misleading.

- The Grid will be very dynamic and a site that might at some point seem overloaded may turn idle soon afterwards. The opposite is also true.

- Submit-time benchmarking increases site loads without apparent need (several sites will likely be tested before a decision is made). The same sites might even be simultaneously tested for different job submit requests from different applications, thus causing false benchmark results.

- A database of performance values might be a better idea, but then the

benchmarks must be run everywhere and frequently!

- Is the usage of benchmark data foreseen for scheduling decisions?

- Are any other scheduling packages in need of these benchmarks.

3.4 Local database requirements

Quote:

"globus GIS"

- Do you mean Globus MDS, which is a specific implementation? Look above for notes concerning GIIS.

- The APART specification language is specified in the project proposal

submitted to the EU. Will it be used here?

- APART is now being mentioned by task 2.4!?!?

The Grid is not just for X# applications! Will your benchmarks be

generic enough?

--------------------------------------------------------------------

Remarks to SRS-2.4

------------------

Use cases should be clearer.

Section 2.1.4. Why must Motif be used ? Why not GKT or QT?

- Security is not mentioned anywhere! How can we be sure that

unauthorized people are not monitoring and/or interfering with our

applications?

- Who has access to the stored results?

- What happens if the worker nodes use invalid IP addresses (not

directly accessible from the outside)?

1.2 scope

- "HPF" is not described in the acronym list! Also, it is not useful for X# applications. Why is it mentioned?

Quote:

"The performance measurement tool G-PM will provide a basis for

performance  measurements of Grid applications and Grid environment for

the needs of automatic extraction of high level performance properties

of applications and automatic modeling ..."

- Very cryptic. Needs rewriting.

2.1.3 hardware requirements

- Your requirements are suspect.

Is a simple PC with an Ethernet and graphics adapters really enough?

- The requirements should be more complete or they should be removed.

2.1.8 site adaptation requirements - the paragraphs are incomplete.

2.2 product functions

Quote:

"This can be a monitoring system which supplies performance data

on-line or a database system from which performance data is retrieved in

quasi on-line "

- How is the data transferred from each process???

Quote:

"There are two types of measurement requests: application-related and

infrastructure-related requests."

- Are infrastructure-related requests not a duplication of WP3 work?

- Shouldn't there be just application-related requests?

- How exactly do the requests relate to applications?

- Are they merged by HLAC?

Quote:

"The requests on Grid infrastructure will comply with the syntax and

semantics of the monitoring services which supply Grid infrastructure

related performance data."

- Which monitoring services are these??????

2.4 constraints - INCOMPLETE

3.1 external interfaces

Quote:

"The requests on Grid infrastructure will comply with the syntax and

semantics of DataGrid R-GMA requests."

- Be careful: R-GMA future is not well defined. Contact DataGrid.

Quote:

"CrossGrid will use the Globus software, and thereby the Globus MDS

information system through WP3."

- We don't know this yet.

- Be careful: use APIs, but do not rely on specific implementations.

3.3 performance requirements

Quote:

"The dynamic data on applications shall be accessible in less than 5 ms."

- What does this means in practice ? Roundtrip times can be much longer than

this.

4 appendixes

First use case

- Avoid statements such as "we".

- "if such or such" - rewrite this.

- Structure the use cases into steps, be concise. (too much text)

- "He must know what hosts his program is running (...)" - this might be very

difficult, especially for parallel applications.

The last use case should be completely revised.

- It is unclear.

- Steps need to be specified.

The usage of the application performance and monitoring tools must

be made clear.

- Looks too much like a wish list.

- State the objective of the application and explain how the tools can help.

- Be more clear about the steps involved.

- Remove unnecessary information. (Example: "(switches + routers should

have prioritization service)".)

- Answer your own questions. (Example: "This is with direct IP, check what

happens if a NAT or similar service is involved.")

Try to add "TBD" statements, wherever required.

Add figures!!!!

------------------------------------------------------------------------

Remarks to SRS-3.1.2

--------------------

We only have SRS-3.1.2 Why? Is the Portal part still missing?

Design details of the Remote Access Server etc. are not as important

as the functions provided.

The story on page 7 starts without any introduction.

The general (common) functionalities (like job lists, files

etc.) should be defined right away, while the application-specific parts may be

kept as "TBD".

What about GVK visualization (Task 1.1)?

Figure 1 is not clear. Where is the portal?

Add RA and LRU to the acronym list.

What kinds of interfaces are you going to provide to other applications? What interfaces from other applications do you require?

Figures 2, 3 & 4 are not clear enough. Data access will be provided by

other tools.

More information about the portal should be added.

It is not clear why two different desktops are needed.

Sec. 2.5: Are non-Linux desktops (Solaris, Windows...) going to be supported?

Will there be only one portal per VO?

Where will RA run during the test and integration phases?

Why is version 1.1 older than version 1.0?

2.1: Are you sure your Remote Access server cannot make use of the developments in DataGrid (especially the Resource Broker, the Replica Manager and the coming Storage Elements)?

One central remote access server for each application creates many problems:

- What if server is down?

- What about scalability?

- Remember Napster... and decentralize!

page 9:

Quote:

"It is strange that the application does not produce any

output and that is why we have assumed the existence of any output

file(s) including stdout and error stream."

- Are you assuming that there are no sdtout/stderr outputs?

2.5: You mention "supported platforms". (Elsewhere you say you want to

be as platform-independent as possible.) To avoid confusion, let's call these

supported _client_ platforms.

3.4: Correct us if we're wrong: The only functionality you require from WP4 is that applications should be able to access an LDAP server (operated by WP 3.1). (In other words: your only requirement is that every app should access external IP adresses).

The interface between the portal and the application is not defined.

Is the portal software defined at all????

The application people should receive an API to be implemented inside

each application in order for the application to be controlled by the

Portal. This could just be a language describing arguments, inputs,

outputs and requirements for each application which could then be used

automatically to generate the portal interface.

1.2 scope - spelling errors: "Roaming Acces", "mobil phones" etc.

2.1 product perspective

- RA probably means Remote Access but its not mentioned in the acronym list.

- RA usually means Registration Authority.

- The file transfer facility must be integrated with the replica catalogue.

File searches in LDAP directories duplicate the DataGrid replica catalogue functionality.

The replica catalogue will know about all the files provided by storage servers.

Quote:

"The RA acts as the mediator in the transmission of files.  It

establishes a connection to the proper File Server and using resolved

file names transmits them to the client process. "

- Will the RA use FTP proxy features? If not, then it must be considered a bottleneck.

The organization hosting the RA will need to have substantial bandwidth

to support all copying.

The file should be copied directly between the desktop and the file server.

Otherwise your solution would not be scalable. 

File transfer diagrams.

- It's not clear whether the copy operation is performed with FTP or GridFTP.

- Is the file server a GRID SE (Storage Element) or a plain file

server with a user home directory?

- If a set of private files (a "briefcase") can be uploaded to a SE

(storage element) and registered in a RC (replica catalogue) then it

will be easily available to the Grid.

     - This work should be coordinated with the DataGrid mass storage and

replica catalogue people.

Quote:

"files should be copied to a much safer place. The high availability

file server must be open for any temporal files waiting for the

placement of the job" 

- Again, the high availability file server you mention should be a SE.

Quote:

"The application is located in the grid. Because the computational

complexity of  visualization of such objects is small - there is no need

run this application in a  distributed way. The resource broker assigns

the accessible computational node (the next new one, or the one that has

already converted a part of databases). The converted fragments of the

database are situated on different discs in the grid environment. Thus

we assured replication. Such data will be kept e.g. on the basis of

algorithm LRU through a definite period of time, administered through

the application administrator. Close co-operation with WP3.4

(Optimisation of Data Access) in field of data flow management is needed. "

- Rambling and unclear.

- This assumes that the RB might exhibit suboptimal behavior. Sometimes it might be better to submit a job to a faster machine and copy the database than to

submit the job to a slower machine that already has a piece of the database.

- Maybe the clean-up should be established as a global mechanism in the

context of the replica manager. This could be implemented as metadata

attached to a logical file.

Quote:

"The user can save the results locally or should be informed about the

address of the results localization in grid, so that he could use them

in the local application  (??? If the results are in the grid how to get

access from a non-grid application to the resources in the grid)."

- Murky logic.

- What is the "local application" in this context?

- We don't care "how to get access from a non-Grid application". We should only consider Grid applications!

- If the application the user wishes to run is not Grid-enabled then it's the

user's problem!

- The user can build a wrapper for his/her application.

Quote:

"Informing about events connected with calculations and/or data

transmission by SMS"

- In the beginning it is said that these kinds of devices will not be supported.

- Is this required?

- Most GSM operators offer E-mail to SMS gateways, hence SMS is not

required here. E-mail messages can be sent instead (upon request). 

4.1 questions

Quote:

"How can task 3.1 interact with the WP1 applications?"

- Specifying this should be one of the prime objectives of this SRS!!!!!

Where will the Remote Access Server run? What are the hardware requirements? Will the HTTP server run on the same machine? If not, how will it communicate with RAS? How does this integrate with DAP and GVFS (or other methods of data access)?

Explain user interaction in more detail:

- What is the relation between the portal and the GVK?

- What about security?

Please describe portals and roaming access, not the architecture of X#!

----------------------------------------------------------------------------

Remarks to SRS-3.2

------------------

More input is needed form WP1 (see p. 14), contact them!

Aren't you relying too much on Condor?

Are you planning to support Ftree and/or R-GMA?

It is not clear how your module differs from the DataGrid Resource Broker.

FROM THE EU PROPOSAL (Annex 1):

"Grid resource management system based on self-adaptive scheduling

agents"

- Where are the agents in this SRS?

- FROM THE EU PROPOSAL:

"Management policies defined by system users

are submitted to the management system and then automatically deployed

in the local management modules. Then certain events (such as a user

login) trigger policy-defined local actions (checking user credentials).

Events which are not handled locally would travel up the event

hierarchy, to be resolved in management nodes with the appropriate

polices installed. The management system should be able to control

events related to users, processes, resources, and essentially any type

of action that might generate an event."

- This is not covered in the SRS!!!

1.2 scope

Quote:

"supplying a complete information about the job and the resources to

be used "

- the GRID resource status will change by the second. Implementing your proposal

will be difficult. Any resources available at search time might be occupied

by the time a job is submitted!

- A reservation mechanism is needed.

Quote:

"monitor job execution and report on job termination"

- Is this really necessary?

- Aren't you duplicating the resource broker and/or DataGrid logging and bookkeeping?

- Monitoring is only justified by a recovery (resubmission) feature.

- Will the agents remove any pending MPI processes after a failure?

2.1.1 "(JBL)" should be JDL

How independent are the Condor modules used from Condor itself?

What about resource reservation?

X# is about interactive applications - your SA should be oriented towards

such applications!

Add figures, schemes...

-------------------------------------------------------------------------

Remarks to SRS-3.3

------------------

See Fig. 2.1.2: Do we really need 4 monitoring systems in X#?

We're afraid the X# will spend all its time monitoring

itself! What about time requirements for monitoring; what about scalability?

Rethink this, please!

Jiro functions - what hardware is going to be monitored (network

routers)? What output can it provide?

Santa-G - what is the content of raw data output from this tool? Why

is the usage of the Tektronix device required?

The table on p. 23 should be filled - there are questions to be answered!

The compatibility with DataGrid/Globus tools is not clear.

What is the usefulness of the data provided by Santa-G?.

How will the Tektronix TLA714 data be used?

What kind of grid information system are you going to use?

3.5: Provide for compatibility with DataGrid software.

"OCM-G" - the relation with WP2 regarding OCM-G is not very clear.

What are the requirements for data storage with regard to:

- bandwidth,

- capacity.

What is the expected impact of this monitoring on node, site and Grid

performance?

The Jiro topic must be further elaborated.

- What data will in fact be collected by Jiro?

- What components (management facade agents) will be developed for Jiro?

This is a major issue and it should have already been addressed.

Santa-G interfaces with external devices, such as the Tektronix TLA logic analyzer.

- What is the purpose of this?

- Who owns these devices?

- Who is interested in this?

- Is there a requirement somewhere for this?

Santa-G includes a viewer for SCI and Ethernet.

- Who uses SCI?

- Is this important for most Grid sites?

The hardware interfaces for Santa-G are limited to Tektronix TLA.

- If this is the case, then Santa-G should not be used. It's a waste of effort.

Should we have a Tektronix on each cable connecting PC farms?

- If Ethernet, ATM etc. MAC level monitoring is required, it should be

done through more standard approaches that could be used everywhere - i.e. 

packet capturing with standard network cards on standard PCs.

Quote:

"R-GMA (...) that will become the primary information system for their

Testbed 2 (DG-TB2)." (referring to DataGrid.)

- This is not known, since Globus does not support R-GMA.

- This is also a political question.

- RGMA will probably be limited to storing monitoring information.

- We should avoid making claims based on unconfirmed reports.

2.2.1 - application monitoring

Quote:

"This might be implemented as shown in Figure 2.2.1, although at this

stage this is speculation."

- Then don't say it.

3.2.1 OCM-G functions

Quote:

"For example, request Return CPU load on nodes n_1, n_2, n_3"

- CPU load is not related to individual process monitoring but to

system monitoring.

- Incorrect example.

Quote:

"Ability to buffer gathered data in the application's address space and

request it on demand."

- How much memory will be required for this?

Appendixes:

- Are all these tables really needed here?

4.2.3 RGMA architecture

- We don't need to explain the inner workings of RGMA in such detail.

4.3.1 SCI trace tables

- who cares about SCI?

PLEASE DO NOT COPY materials from DataGrid!!! They are readily available anyway!

-------------------------------------------------------------------------

Remarks to SRS-3.4

------------------

This SRS does not comply with the task 3.4 definition as

laid out in Annex_1 and submitted during the X# Conference.

It looks that this Task is going to develop its own datagrid (

what for????)

Please return to Annex_1, contact WP1, contact DataGrid people

and propose something which makes use of DataGrid and Globus

software, with extensions required by WP1.

Be realistic: there are only 20 PM allocated for this task!

Does the need for GVFR come from user requirements? (From WP1? If so - who needs it?)

Avoid redundancy - some parts are repeated.

What is the relation between the physical/virtual file path and the PFN/LFN

from DataGrid?

General.

- The goals of WP3.4 are not clear.

Section 2.1:

- It is not clear whether you want to write a "grid file system" or not.

- Is the file access library going to encapsulate Unix file I/O functions?

- What exactly is the GVFR? It is just a catalog?

- Is the data access estimator going to measure data transfer rates,

bandwidths and latencies inside the SE?

- GVFR: Explain in more detail what the user home directory is.

Section 2.1.7:

- What does "setting computational requirements" mean in this context?

Section 2.1.8:

- Does every node have its own public IP address - or just the SE?

Section 2.2:

- This section is too long and unclear.

- FEAT91: Optimal replica selection should be made by a Scheduling Agent.

FEAT92:

FEAT93: Computing Elements access local Storage Elements using ungridified I/O funtions. Jobs initially request all the required files, so they get copied to SE.

Are you proposing a "file system on the Grid"?

FEAT94: Further explanation is needed with regard to this feature's purpose.

Will there be a separate GVFR in each V0? If this is the case, how will GVFRs communicate with each other ?

2.1 product perspectives

Quote:

"answer the question which replica is the best; "

- This is the job of the resource broker mission and it is covered by DataGrid.

- There are other issues besides the location of the data.

- It's up to the RB to make these decisions.

Quote:

"support a sophisticated replica management policy"

- This must be done in coordination with the GDMP people.

Quote:

"make some data access estimation"

- Doesn't this duplicate the monitoring and performance estimation work???

Quote:

"organize files in a flexible and user-friendly structure"

- This is covered by DataGrid within the new "slash grid" file system.

Quote:

"allow using similar to standard I/O functions as the I/O library for

   files distributed in the Grid environment;"

- This seems very similar to RFIO!

- There are wrapper libraries for RFIO which do this!

4.4.5 

Quote:

"data estimator returns measures of cost such as latency, bandwidth"

- Does this also refer to network access? If so, it overlaps with

DataGrid WP7! DataGrid WP7 is working on cost estimation functions for

data access over networks.

Add integration schemas for Globus and ogsa.

Is there really any collaboration between this task and Globus/EDG???

Is new hardware needed with respect to the current testbed schema?

The last part is hard to understand.

Section 4.1, requirements analysis: where does the 'ID' column value in the table come from? Do others know that you are referring to those requirements?

==> Nevertheless, the concept of such a table is a very good idea, it gives

an idea of the reason/rationale behind specific requirements (i.e.

it describes where each requirement is needed). In any event, the requirements

in this table should be discussed with all tasks; SRS 3.4 doesn't cover this.

What is the relation between the expert system and the DataGrid GetBestFile()

functionality?

-------------------------------------------------------------------------

Remarks to SRS 3.5

------------------

This document is very helpful, another one is needed from 2.5. 

Define:

- validation, test, integration

- production, development, test testbeds

Explain the differences between 3.5 and WP4

References - [2] - missing

What is the "infrastructure"?

Figures, schemes etc. are needed for better understanding.

5.1 - One person may not be responsible for integrating two large tasks; it will never work!

Please write: "Globus", "DataGrid" (or "EDG"), "CrossGrid".

If something is taken from DataGrid, please refer to DataGrid documents.

Coordination with WP4 is not explained clearly enough.

Are several parallel testbeds needed for development?

--------------------------------------------------------------------------

Remarks to "Middleware Test Procedure" - task 4.4

--------------------------------------------------

Define 3 testbeds

    - production

    - development

    - test

Do not forget about collaboration with people responsible

for X# application deployment (from WP1).

Describe the installation procedures for Globus and EDG.

If something is taken from DataGrid, please refer

to DataGrid documents.

Please have a look at the "Software Engineering Tools" description

from WP5 (TAT) from the EUCGC1 Conference.

Figure 1 - describe!

--------------------------------------------------------------------------

===== END of REMARKS =========================================================

